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INTRODUCTION:

Overcrowding at various hospitals’ departments 
is reported frequently in Pakistan like around 
the world resulting in increasing care cost, 
developing stress in medical staff, lengthy 
waiting time in providing medical facilitation 
and overall poor health care massage from 
patient towards health care system. Prolonged 
waiting time for having health facility creates 
frustration and dissatisfaction in patients and 
probably patient leaves the clinic without 

treatment as waiting times increases (1, 2)
Radiological diagnostic system is an important 
part of patient/health care system in hospital 
and clinics like other departments; this 
department also faces the problem of 
overcrowding. Both patients and medical staff 
face a lot of problem as consequences of 
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ABSTRACT:

BACKGROUND & OBJECTIVE: Prediction of clinical events/occurrences, patients’ volume at OPD, 
emergency overcrowding, and stay length in hospital for treatment and bed occupancy in wards is 
considered an important feature for future planning of hospital/clinical management. Patients 
incoming at emergency and OPD has drawn considerable attention since last two decades. This 
study was conducted to forecast the patient’s volume at Radiology Department of FMH hospital, 
Shadman Lahore, coming for Ultrasound. Time series approach was used to analyze the data. 

METHOD: Time series monthly data of patients coming for ultrasound at radiology department, 
from January 2001 to May 2015 was used for fitting the best model. 

RESULT & CONCLUSION: The ARIMA (12, 1, and 12) model for patient volume was found 
appropriate, after residuals diagnostic checks. The ARIMA model was used to forecast the patient’s 
volume from June 2015 to May 2017 by applying software GRETL. The actual patient’s volume for 
May 2015 is 5482 and the predicted value for same time is 5422. The predicted error is 1.1%. It is 
now concluded that the fitted ARIMA is adequate model and can be used to forecast the patient’s 
incoming to Radiology Department for future planning and management.

KEYWORDS: Ultrasound, Medical Time series data, ARIMA model, Box-Jenkin Methodology, 
Forecasting.
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overcrowding. Generally hospitals and related 
wards, departments, diagnostic labs, offices, 
OPD are built to cover the present requirements 
but these requirements become insufficient in 
future. Forecast ing of rel iable future 
requirement may provide useful information to 
hospital administration for expansion to 
manage the patient/health care system in more 
efficient and effective way (3). Various 
researchers used traditional statistical methods 
like regression analysis to forecast the clinical 
variables/factors such
as bed occupancy, patient volume at OPD, 
number of daily surgical procedures in hospital. 
Box – Jenkin in 1976 developed (4,5) 
forecasting techniques which is more reliable 
than conventional regression analysis. Box-
Jenkin methodology is used for forecasting 
when we have time series data .A time series 
data is set of observation regarding any 
phenomena which is collected over time at 
regular interval like hourly, daily, monthly, 
yearly data of patients . Time series modal like 
ARIMA, SARIMA are used to forecast the patient 
volume at various hospital wards and 
departments (6,7,8).
Joneses (2008) used SARIMA model to forecast 
the daily patient volume in emergency 
department and he concluded that SARIMA 
model is more reliable approach to forecast the 
patient volume (9) Boyle (2012) used ARIMA 
model to forecast the emergency department 
admission (10). Schweigler (2009) applied 
ARIMA model to forecast the hourly bed 
occupancy at emergency department (11), Reis 
(2003) Carried out a study to model the 
syndromic surveillance data and concluded that 
ARIMA model is an accurate and reliable 
method for prediction of medical data (12) This 
study aims to develop a time series model for 
forecasting the monthly volume of patients 
visiting radiological department for ultrasound 
at FMH Hospital Lahore.

MATERIAL & METHODS:

Retrospective time series data from January 
2001 to May 2015 of patients who visited 
hospital for ultrasound assessment / evaluation 
/ diagnosis was taken from department of 
radiology FMH Lahore. FMH is a tertiary care 

hospital which is located at Shadman Lahore 
and about half Million patients annually come 
here for treatment.
Time series ARIMA model was used to forecast 
the number of pat ients at Radiology 
Department for Ultrasound. The ARIMA model 
which was developed by Box-Jenkin in 1976 and 
still it is very popular method both in 
Economies/Econometrics and Medical Sciences. 
In the beginning it was developed to predict 
economic data. But with the passage of time it is 
also used in other fields and
now it is also very popular to predict Patient 
data. The ARIMA model is abbreviated from 
Auto Regressive Integrated Moving Average. 
The ARIMA model is set of three processes auto 
regression (AR) moving average (MA) and 
difference (I) to eliminate the trend in data. The 
general ARIMA model is written as ARIMA 
(p,d,q) where “p” is order of AR, “q” is order of 
MA and “d” is order of difference (4,5) The 
ARIMA model is written mathematically as when 
d=0

The ARIMA model is used for integrated 
stationary process and is best when time series 
is non-stationary, the non-seasonal ARIMA is 
classified as ARIMA(p,d,q), the process Xt is 
said to be ARIMA if

We can say the process is stationary after 
differencing the process “d” times, normally in 
practice the “d” is taken one. The ARIMA model 
building process which also known as Box-
Jenkin methodology involves the following 
steps:

a) Model identification
b) Parameter estimation
c) Model checking for adequacy
d) Forecasting
In first step, the order of respective time series 
model determined is based on the behavior or 
trend of the data. The pre-condition for building 
of model is that, the data is stationary or not. To 
check the stationarity of data we have different 
statistical tool like line chart, correlogram and 
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ADF/PP unit root test. The ARIMA model is best 
considered when data is stationary (this means 
that arithmetic mean, variance an auto 
correlation are constant over time at 
appropriate lag). Correlogram and ADF (unit 
root test ) test used to check the stationarety of 
data (13,14)
The corre logram a lso prov ides more 
information about the trend/ behavior in time 
series data. ACF and PACF provide us tentative 
orders of ARIMA model. The correlogram 
provides many orders of the ARIMA model in the 
form of suggestions but final model is selected 
on the basis of various criteria such as AIC,BIC 
and R2 (15,16,17) . The AIC and BIC are the 
measures of goodness of fit of an ARIMA model. 
For different models the values of AIC and BIC 
are ranked and the model is selected with 
lowest value of AIC and BIC with highest value 
of R2. The next step after identification of model 
is the estimation of parameters. The method of 
maximum likelihood is used to estimate the 
parameters. After estimation of parameter next 
is to check the adequacy of model this is also 
known as model diagnostic. A model is 
adequate if the R2 is high and un-explained part 
of data or residuals is small or least. A Q-
statistic is then used for such purpose which 
was introduced by Ljung-Box is 1979 (18). The 
ultimate goal at ARIMA model is to forecast the 
variable of interest. As all diagnostic checks 
have passed, then model is now adequate for 
forecasting.
The data of monthly patient’s volume at 
Radiology Department FMH Hospital, Lahore 
from January 2001 to May 2015 was acquired 
for modeling. Computer software E-view 5 
(Quantitative Micro Software (QMS), USA) and 
GRETL (Freeware software) was used to analyze 
the time series data.

RESULT

The model identification procedure begun by 
investigating data plot, correlogram, ACF and 
PACF, the original time series ultrasound data of 
patients were plotted to observe the behavior or 
trend in the data, the graph of data at level is 
shown in Fig 1 and at first difference in Fig 2. 
The Fig 1 showed a clear trend in data and non-
stationary behavior of data, this non-stationary 

behavior can be observed in correlogram of 
data in Fig.3 where all spikes of ACF are beyond 
the 95% confidence interval. The time plot of 
data at first difference (d=1) showed that the 
data became stationary it means that there is 
no trend in data, also correlogram in Fig.4 
supported that data is
stationary at difference 1 ( d=1). A very popular 
statistical test to confirm the stationarity in data 
is ADF unit root test (13). Results are shown in 
Table.1 confirmed that data is non-stationary at 
level (p-value >0.05) and data is stationary at 
first difference (p value <0.001) under the null 
hypothesis the data is non-stationary. Fig.4 
consists of ACF and PACF (Correlogram) for 
monthly Ultrasound data of patients from 
January 2001 to May 2015, which helps us in 
determining the order of autoregressive term 
(p) and “q” lagged error term, the suggested 
tentative models at different order “q” and “p” 
were compared using AIC, BIC and R2 then 
most appropriate model was selected for 
forecasting. The criteria for best model is lowest 
AIC & BIC and highest R2.
The proposed models are reported in Table.2 
with their corresponding values of R2, AIC and 
BIC. Those are ARIMA(1,1,1), ARIMA(3,1,3), 
ARIMA (7,1,7) and (12,1,12). On the given 
criteria of best model, the model ARIMA (12, 1, 
12) was chosen as most appropriate model with 
lowest AIC & BIC and highest R2. After selection 
of most appropriate model, next is to test 
whether residuals analysis is done well. One 
important assumption of ARIMA is that 
residuals follow normal distribution with zero 
mean, in this case mean of residuals is almost 
zero (0.01) and follows normal distribution (Fig 
.5) and graph of residuals is showed that 
residuals are wondered about zero (Fig .6). As 
the model is finalized after residual check, next 
is the estimation of model parameters, we used 
Maximum Likelihood Estimation (MLE) method, 
the final model ARIMA (12,1,12) is written as

Using the above fitted model, the patient’s 
volume from June 2015 to May 2017 using 
software GRETL was forecasted which is 
summarized in Table . 3. The actual value of 
patient’s volume for May 2015 is 5482 and the 
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predicted value for same time is 5422 with 
predicted error 1.1%. We may observe that 
predicted value is close to true value and the 
error is adjusted using most advanced
statistical technique, however we may observe 
that the values of next predicted period are 
reported with 95% confidence interval and all 
predicted values fall within the confidence 
interval.

CONCLUSION:

A best model for Patient’s data is developed for 
forecasting on the basis of available tools. The 
empirical analysis indicated that ARIMA 
(12,1,12) is best fitted model for patients data 
for short run and long run forecasting. The 
estimated number of patients for next 24 
months is given in Table .3. The estimated 
results of model are close to real in sample 
values which showed that model is fitted well. 
The explained 63% variation is also accounted 
for model. This is good indicator of the model. 
The finding of this study may be useful for future 
planning, clinical researchers, hospital 
administration, and Government also, for the 
welfare of patients and health care system.
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Fig.1 Time plot of the data at level 

(original data and d=0)

Fig.2 Time plot of the data at first 

difference (d=1)

Fig.3 correlogram of the data at level (d=0)
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d=1 
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Table.1 ADF test confirming stationary behavior of time series data at different level

Parameters 
Proposed models for US Data  

ARIMA(1,1,1) ARIMA(3,1,3) ARIMA(7,1,7) ARIMA(12,1,12) 

R2 0.16 0.02 0.08 0.63 

BIC 14.42 14.59 14.55 14.24 

AIC 14.48 14.64 14.61 14.30 

 

Table.2 the summary of criteria for proposed models
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